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Abstract. When visualization tools utilized in computer science education have
been evaluated empirically, the results have been controversial. That éxte
which the tools have benefited learning has remained unclear, as wedl\aayh
through which the benefit has been achieved. In our research,weechasen to
vary type of students’ engagement and representation of the visualizatibin

a series of experiments, in order to investigate the phenomena takinglptég
individual viewing of visualizations.

In the current experiment, we varied student engagement using tiecedif tasks

to perform during viewing; data flow task (D) and control flow task (G3pFe-
sentation of visualization was varied by using two versions of the prograsm a
mator; one with special images and animation, and one without. The reisolts s
that while the distribution of visual attention of the participants performingBask
was steady throughout the time, the participants performing task C fbtsie
visual attention at the beginning almost solely on the code, and increased th
visual attention to the other parts of the visualization on the second half of the
viewing. The participants performing task D also benefited most from tieab
least regarding programming knowledge.

1 Introduction

Algorithm and program visualization tools are utilized éxample in computer science
education (CSE), where their use has been rationalized diy pnoposed ability to
make program related abstract entities more concrete hism@vay more accessible to
students. However, when visualization tools have beemated empirically, the results
have been controversial [8]. It has remained unclear to ektant tools actually benefit
learning, in what way, and in what kind of situations.

There are several possible factors that can affect the m&ad the utilization of
visualization tools in CSE, e.qg., intelligibility of thesualization’s symbols to the user
and appropriateness of the speed of animation. In our r@seae have chosen to vary
the type of students’ engagement and the representatioisudlization in a series of
experiments, where we move the focus of investigation frapasuring and analyzing
effects of visualization tools after the viewing to the istigation of the phenomena
taking place during viewing. We will use a program visudiiza tool, whose long-
term beneficial effects have been verified earlier, and tigate visual attention during
viewing, participants’ mental models of the viewed progsamnd their general pro-
gramming knowledge immediately after viewing. This way,seéect information that
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can be used to explain in what situations, and in what waysatbléss immediate and
short-term effects are accumulated into the beneficial-teng effects.

In the current experiment, student engagement was variagsiog two different
tasks to perform during viewing. Representation was vabiedsing two versions of
program animator. Visual attention was measured usingrepiing equipment, partic-
ipants’ mental models of the studied programs were invaaby analyzing program
summaries, and their programming knowledge developmestmeasured with a pre-
test and a post-test.

Section 2 provides some background and describes the chsearied out so far.
Section 3 describes the experiment and its results. Inosedtihe results of the experi-
ment are discussed. Finally, Section 5 contains the caoclsis

2 Background

The role of engagement in utilizing visualization techr@gin CSE has been discussed
in literature for example by Hundhausen and Douglas [7], latet by Hundhausen
et al. [8]. Hundhausen and Douglas divided evaluations  dgwoups according to
whether they varied level of learner involvement or repnéastional characteristics of
the visualizations. They found out that evaluations vagylievel of learner involve-
ment produced always significant results, whereas evahstiarying representational
characteristics of the visualizations produced significasults only rarely. Naps et al.
[10] have reviewed literature on visualization technolegyl suggested a taxonomy of
learner engagement with visualization technology, aloith & framework for experi-
mental studies of visualization effectiveness.

The role of representational characteristics of visutibzas in CSE has been studied
for example by Lawrence [9], and by Stasko et al. [18]. Thelltef these studies,
however, are mixed. Even though the notion that picturesanamth thousand words
is intuitively appealing, the studies do not build up intoaherent evidence for the
beneficiality of the use of visualizations in teaching.

2.1 Immediate and Short-term Effects of Visualizations

Long-term effects of visualizations are affected by the edate and short-term effects
visualizations have on the student in individual occasmfrteol use. For investigating
these effects, we have developed a framework of the cogrptienomena taking place
during viewing. The model is shown in Figure 1. Students’ssyggnent and represen-
tation used by the visualization tool are the varying faxtorthe model. They guide
visual attention between different parts of a tool’s irded, determining what kind of
information is available to the student at what time. Engagyet presumably directs
visual attention to the parts of the interface that provigerimation considered useful
by the student in that situation. For example, when a studerijuested to view the
visualization with a given task, the student’s visual ditenseeks its way to the parts of
the screen that help in performing the task. Alternativiégngagement is quite low, for
example when a student is asked simply to view a visualimatie@ncourages random
browsing of the different parts of the screen. Represeamtatin the other hand, directs
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visual attention in a more immediate way; for example movenoa the screen often
draws immediate visual attention to itself, also when we aloewen come aware of it.

Short-Term
Animation Use: Mental Model:

Long-Term
Mental Model:

Programming

Knowledge | ~ ——————— )

Visualization

Programming
Knowledge

Visual Attention

Program /

Engagement Knowledge

Fig. 1. The relationships between animation, visual attention, and mental models.

Even though the location of visual attention does not alw@ysespond to what
a person is focusing her thoughts on, it provides a stronigatidn on what a person
chooses to target her interest on during viewing. Moreaf/egme parts of the visual-
ization tool’s interface do not manage to capture viewettsrdion, information from
those parts does not manage to affect the formation of thveevie mental model.

Short-term mental models of program and programming knigéeare affected by
the information filtered from the visualization tool’s infigce by the distribution of vi-
sual attention. The mental models are affected also by theeand level of engagement,
which reflect the student’s commitment to the task, and tlaig thie strength of mental
processing; and by the representation of the visualizatiwhich can carry either use-
ful, irrelevant or even harmful information for the creatiof correct and meaningful
shot-term mental models.

The final long-term programming knowledge is a combinatibéthe short-term
mental models of both program and programming knowledgit tpp of short-term
information from many tool use sessions and unconsciousaneetaboration. General
programming level observations made by a student duringinginfluence her long-
term programming knowledge directly. Even though detdilsdividual programs are
forgotten, short-term program knowledge affects the finagtterm knowledge [4, 5,
13, 14]. The model is presented in more detail in [12].

2.2 TheResearch

We will investigate the above described phenomena and ititeiractions in detail by
a series of empirical experiments. This way we collect imfation of the immediate
and short-term effects of visualizations, and how they areimulated into long-term
effects.

Representation of visualizations can consist of sevectdfg, including shape, size,
color, texture, position, and orientation [1]. Visualipats can also utilize graphics,
animation and sounds. Engagement with a visualizationdanlrange from viewing
to actually constructing the visualizations and even te@néing the visualization to an
audience [10]. Due to practical reasons, we will not ingggt the interactions between
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each of these factors separately. Instead, we have choséset ®f the factors we find
most promising for achieving an extensive overview of thengmena.

In our research, we will use a visualization tool, PlanAré][Ifor the visualiza-
tions. PlanAni visualizes roles of variables [15] and ofieres on the variables during
program execution, and its interface is presented in Figukariable roles are visual-
ized with role images, which illustrate the central behavéd aspects of the roles. For
example, a fixed value is visualized with a tombstone, sitecedlue is never changed
after initialization. The effects of PlanAni on long-termogramming knowledge have
been studied by Sajaniemi and Kuittinen [17], and Byckling &ajaniemi [3] with a
class-room experiment, in which students were dividedtimtee even groups. The first
group received traditional teaching and used the TurbodPasbugger in exercises,
the second group received role-based teaching and usethal3oirbo Pascal debug-
ger in exercises, and the third group received role-basethieg and used the PlanAni
program animator in exercises.

The results indicated that PlanAni users had better progiam skills and their
mental representations of (new, not animated) programe wiferent from that of
Turbo Pascal debugger users. Mental representations oARlaisers were, in fact,
similar to that of good code comprehenders.
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Fig. 2. PlanAni graphical user interface.
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The effects of the content of visualizations on short-teramtal model of roles were
investigated by S$itzle and Sajaniemi [19]. In their experiment, PlanAni'gyoral role
images were compared with neutral control images; engagewss not varied and
visual attention was not measured. The results indicatadttie use of the original
role images enhanced learning of role knowledge when cogdpaith neutral control
images.

In an experiment carried out by Nevalainen and Sajanien}j {Adualizations were
either graphical and animated (PlanAni) or textual andcs(@trbo Pascal). The target
of the investigation was the effect of the content of viszations on visual attention,
and on short-term mental model of a studied program. Thédtsestuiowed a clear dif-
ference in the targeting of visual attention between the tvads. With the graphical
tool, visual attention was targeted much more to the vagmgtdnd the increase of vi-
sual attention to variables increased the proportion diégel information in program
summaries and decreased the proportion of low-level celdged informatioh.

Nevalainen and Sajaniemi [12] investigated also the effetpresence or absence
of animation. In the experiment, two versions of PlanAni evased; the first version
contained all the features of PlanAni, including role-lmhs@imations and notifica-
tions, which were lacking from the second version. Visu&trgton, and short-term
mental models concerning program and programming knowledgre investigated.
The results showed that the participants spent only litthe tviewing variables in both
groups. Instead, the participants resorted heavily to ektual cues, even when rich
visual information in the form of animations was provided.

3 Experiment

In the earlier experiments [11, 12, 19], the type of engageras been kept fixed and
only the representation used for the variables has beeadvatiollected information
has been related to the location and size of the visualizsitiand to presence or ab-
sence of role animation. The effects of presence or absenadeocimages have not
been investigated. In the current experiment, we focusedtbention on both viewer’s
engagement with the visualization tool and the presencbserace of role images, and
their influence on the immediate and short-term effects.

3.1 Method

The experiment was a 2*2 between-subject design with twepeddent variables: the
task to be performed during viewing (engagement) and thsiorrof PlanAni (rep-
resentation)Group ID (Images, Data flowyised PlanAni with role images and role
animation to perform a task which requires information rhyaaf program'’s data flow.
Group IC (Images, Control flow)sed PlanAni with role images and role animation to
perform a task which requires information mainly of prograncontrol flow. Group
TD (Text, Data flowused PlanAni without role images and role animation to perfo

1n the described experiment, the analysis scheme presented in [6pe@isaudivide the sum-
maries into information types, which were further divided into high-levigrimation or low-
level information according to the level of abstraction.
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a task which requires information mainly of program’ s datavflGroup TC (Text,
Control flow)used PlanAni without role images and role animation to perfa task
which requires information mainly of program’ s control flolhe pre-test score on
role knowledge (applied from [19]) was used to divide thetipgrants evenly into the
groups.

The dependent variables were the locations of the partitpgaze (visual at-
tention), the participant’s post-test score on role kndgée (short-term programming
knowledge), and the program summary provided by the ppatiti (short-term pro-
gram knowledge). A Tobii eye-tracking camera [20] was usemh¢asure the locations
of gaze. A post-test from [19] was used to measure the kn@eleh variable roles.
Good'’s program summary analysis scheme [5] with the aduitioategories presented
by Byckling et al. [2] was used to analyze the program sumesari

Participants Twentyfour participants, 20 male and 4 female, were stisdest
cruited from a university-level introductory Java prograing course. Participation was
voluntary and the participants received a fee of 15 euros.

M aterials The pre-test consisted of written descriptions of all raled examples of
their use, and three small Java programs with 14 variablessaroles the participants
were asked to determine. The post-test consisted of foult Sme programs with 19
variables. The post-test material did not contain role desons. The names of the
roles were, however, written below each program.

Two versions of PlanAni were used. The first versiemr§ion ) was a normal
PlanAni with role images and animations. In the second gar§ersion ), role images
and animations were removed, but textual variable names wmeggiined. Both versions
were prepared so that participants were able to executexeagham once, step by step.
PlanAni covered the entire screen of a 1280*1024 resolutisplay.

One practice program and one actual program were used. Baghgms were short
Java programs, consisting of one class and a main methodhgtre experiment,
participants performed one of the two taskask D(data flow task) was to predict the
values that variables get during program execution. Reduimformation to perform
the task is shown explicitly in the visualizations that shitvy values of the variables
and assignment3ask C(control flow task) was to give the program such inputs that a
given variable will have a given value at the end of the progexecution. Information
about the program’s control flow, explicitly shown in the gram code, is needed to
perform the task correctly.

Program summaries of the participants were collected usipgobgram summary
form, which asked the participants to “Describe the funwldy of the program in
your own words, or tell what happened in the program durirerasion”. Participants’
opinions of PlanAni were gathered using an evaluation fdrat included Likert scale
questions and open questions about the tool and its use.

Procedure The participants were run individually, and individual eximental sit-
uations lasted between 1,5 and 2 hours. In the first phasgattieipant was given a
pre-test on role knowledge. The time was limited to 15 miguf& the point of ten
minutes, the participant was informed that she had five remlgft.

In the second phase, the participant was seated in front effafiracking equip-
ment, Tobii eye-tracking device 501, where the camera iseeladed in the panels of
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Table 1. Scores of pre- and post-tests on role knowledge.

Group
ID IC TD TC
Pre-testscore & SD 8.502.35 8.173.19 9.003.46 8.332.88
Post-test Score & SD 15.50 2.43 12.331.86 16.00 2.83 14.83 2.64

Table 2. Mean viewing times (minutes, seconds).

Group
ID IC TD TC
Time & SD 17.29 2.03 18.48 6.46 15.39 1.02 16.52 3.55

the monitor, and the camera was calibrated. During the redidn, the pre-test score
was analyzed, and the participant was assigned to an ajgtegroup. After this, the

practice program was shown to the participant. Then, thcjgznt was given one of
the two tasks to perform, and the actual program was shownet@articipant while

the locations of participant’s gaze were recorded. Botlggams were run one time,
and the participant was allowed to adjust the speed of theudira by clicking the Ok

button of the notifications. The time to view the programs waslimited. Depending

on the task given to the participant, the inputs were givask(D) or were chosen freely
by the participant (task C).

In the third phase, after viewing the actual program, thegam was dismissed
from the screen, and the participant was given a program sugnform to fill; time to
fill the form was not limited.

In the fourth phase, the participant was asked to perfornsttegt on role knowl-
edge. The time to perform the test was limited to ten minud¢gshe point of eight
minutes, the participant was informed that she had two raslgft.

In the fifth phase, the participant was given an unlimitecetimfill the tool evalua-
tion form.

3.2 Reaults

The results of the pre-test on role knowledge were used tdalihe participants to the
four groups. The maximum score in the pre-test was 14 polits.mean scores and
standard deviation for the groups are presented in Tablbd differences between the
groups were analyzed using two way between-subjects AN@WA,they were found

to be statistically non-significant.

The maximum score in the post-test on role knowledge was ti8.riean scores
and standard deviation for the groups are presented in Talilee differences between
the groups were analyzed using again two way between-sal}dOVA. In post-test,
the difference between the two tasks (groups ID & TD versasigs IC & TC) was
found to be statistically significanE(1, 20) = 4.630,p < 0.05).

The mean times used to study the actual program for each gnaupresented in
Table 2. The differences between the groups were analyzad tvgo way between-
subjects ANOVA, and were found to be statistically non-gigant.
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Table 3. Proportional mean viewing times and standard deviations on the diffareas of the
screen.

Code Screen Area Group
ID IC TD TC
Time SD Time SD Time SD Time SD
COD Code 56.94 8.20 60.76 9.12 43.57 20.39 57.86 13.34
VAR Variables 12.234.57 13.799.47 16.54 957 7.57 2.40

NOT Notifications 21.854.38 18.99 5.52 29.3510.44 22.64 8.18
IO Inputand Output 6.23 2.98 4.5 2.69 8.8 585 8.21 4.04
OTH Other 275279 197057 174 201 3.73 3.56

The visual attention was analyzed by dividing the screemfine areas; code area,
variable area, |0-area, notifications area, and other. Thetfiree areas were formed
by taking the smallest bounding box that includes all syralvathin the areas. The
notifications area was formed by the bounding box that sadsuargest notifications
message box. The other area consists of all other parts stben. Table 3 presents the
mean proportions of viewing times on these five areas in the dooups. Differences
in the distribution of visual attention between the grougservanalyzed with three way
mixed design ANOVA using Greenhouse-Geisser correctiod,anly the main effect
of screen area was found to be statistically signific&{tL(538 30.758) = 132471,

p < 0.001).
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Fig. 3. The proportions of visual attention on code and variable area durireyeliff intervals in
time.

To get a more detailed view of the changes in the distributibmisual attention
of participants during viewing, we divided the viewing tineeten intervals. Figure 3
presents the proportions of visual attention on code anidhlarareas during the in-
tervals of time in the four groups. The proportions of visattention on the other
three areas during the intervals did not differ significaritétween the groups, and
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are not treated in detail. Differences between the groupe wmalyzed with three way
mixed design ANOVA using Greenhouse-Geisser correctiodidtributions related to
variable area, only the main effect of interval was found eoshatistically significant
(F(2.930 58598) = 3.245,p < 0.05). In distributions related to code area, both the
main effect of interval £ (4.275 85.505) = 5.487,p < 0.001), and the interaction
between interval and task typE (@.275 85.505) = 2.921,p < 0.05) were found to
be statistically significant.

Table 4. Mean proportions of IT categories used in program summaries.

Code Information Type Group
ID IC TD TC

Mean SD Mean SD Mean SD Mean SD
FUN Function 3.05 476 3.33 9.16 1.18 290 5.3510.04
ACT Actions 23.63 15.30 35.95 9.70 26.8512.64 23.97 16.30
OPE Operations 3.63 566 430 518 6.75 6.78 18.28 15.65
SHI  State-high 280 4.84 3.27 534 480 589 542 6.50
SLO State-low 0.83 2.04 222 345 2.08 348 2.02 3.19
DAT Data 40.87 22.52 32.8814.90 36.78 15.93 33.13 14.89
coN Control 0.98 241 405 6.42 1.88 3.06 7.401 4.19
ELA Elaborate 9.75 8.34 11.2510.22 7.6311.90 3.20 3.59
MET Meta 0.00 0.00 1.03 253 0.70 1.71 0.00 0.00
IRR Irrelevant 10.00 20.00 1.67 4.08 6.45 7.42 1.18 2.90
UNC Unclear 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
INC Incomplete 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
cuT Continuation 447 5.38 0.00 0.00 4.87 7.66 0.00 0.00
HIG FUN+ACT+SHI+DAT 70.35 27.46 75.43 14.42 69.65 23.43 67.88 23.50
LOW OPE+SLO+CON 543 8.46 10.60 10.55 10.72 9.52 27.72 19.39
OTH 100HIG-LOW 24.20 24.95 13.9512.35 19.6520.82 4.40 5.72
HIP HIG/ (HIG+LOW) * 100 92.30 11.93 87.73 11.02 85.52 11.98 70.25 21.25
DAT SLO+SHI+DAT 4450 20.83 38.37 16.12 43.67 14.56 40.57 16.44
CON ACT+OPE+CON 28.2515.35 44.30 11.53 35.48 11.46 49.65 10.18
OTH 100-DAT-CON 27.2527.74 17.3316.37 20.8519.60 9.78 10.86
DAP DAT / (DAT+CON) * 100 61.55 12.78 45.47 14.16 54.56 11.82 44.03 13.61

Good’s program summary analysis scheme [5] was used to partigipants’ men-
tal models of the studied programs. For our analysis, weided additional categories
presented in [2]. The scheme contains two classificatiohs;ififormation types clas-
sification (IT) is used to code summary statements on the basie information types
they contain, while the object descriptions classificaf{@®DC) looks at the way in
which objects are described. The distribution of informattype statements in each
group is presented in Table 4, and the distribution of objiestcription statements in
each group is presented in Table 5.

The distributions in information types were analyzed witree way mixed design
ANOVA using Greenhouse-Geisser correction, and the mdecedf IT statements
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Table 5. Mean proportions of ODC categories used in program summaries.

Code Object Description Category Group
ID IC TD TC
Mean SD Mean SD Mean SD Mean SD

PON Program only 217 3.44 8321099 098 241 7.25 6.74
PRO Program 0.00 0.00 5.08 8.78 0.00 0.00 2.38 5.84
PRR Program—real-world 9.77 10.48 13.95 891 11.6310.21 18.38122

PRD Program—domain 1.28 314 0.00 0.00 0.72 1.76 0.00 0.00
DOM Domain 78.02 19.56 65.73 29.78 82.22 14.04 68.40 27.39
IND Indirect reference 8.7811.15 6.9311.50 4.45 8.08 3.55 6.27
UNO Unclear 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

was found to be statistically significarft (3.480 69.590) = 39.058,p < 0.001). We
further grouped individual information types using twoterias; high versus low, and
data versus control. Both distributions are presented lileT4. The distributions were
analyzed with three way mixed design ANOVAs using Greenbdasisser correction.
The main effect of information type statements was foundetstatistically significant
in both high versus low -groupind=(1.562 31.234) = 84189, p < 0.001), and in
data versus control -grouping (1.796, 35.915) = 14.124,p < 0.001).

The distributions in object description categories weralyed with three way
mixed design ANOVA using Greenhouse-Geisser correctibe. Main effect of object
description categories was found to be statistically Sicgmt  (1.523 30.463) = 119285,
p < 0.001).

Table 6. Participants’ evaluation of the visualisation tool (scale 1-5); the best is 5.

Charasteristic Group
ID IC TD TC

Mean SD Mean SD Mean SD Mean SD
Originality 4170.75 350055 350055 3.330.82
Pleasure 2.670.82 317117 2.830.98 3.170.74
Salience 3.500.84 3500.84 4.000.89 4.670.52
Understandability 4.330.82 4.000.89 4.67052 4.330.52
Usefulness 250055 250122 283133 2.331.03

Table 6 presents the participants’ evaluations of the lization tools. Partici-
pants were asked to evaluate each charasteristic with oestign. For example, the
understandability of the visualizations was evaluated foppsition “I found this rep-
resentation easy to understand”. The differences in sadrééferent evaluation cate-
gories between the groups were analyzed using three waydrdesgn ANOVA using
Greenhouse-Geisser correction. The main effect of difteegaluation categories was
found to be statistically significanE(2.285 44.705) = 21961,p < 0.001).
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4 Discussion

In the experiment, we gave the participants either a tasklwt@quires information of
program’ s data flow (D), or a task which requires informatidrprogram’ s control
flow (C). We also used two versions of PlanAni. First versincpntained the full
functionality of PlanAni. In the second version (T), roledges and role-based anima-
tions were removed. We measured the locations of viewers ga the screen, and
gathered program summaries from the participants, whicliunber analyzed using
Good’s program summary analysis scheme. We also measuwquhtticipants’ role
knowledge with a post-test. This way, we were looking to finthwhat effects the type
of engagement and the representation of the visualizatigirhave on visual attention,
short-term program knowledge and short-term programmimayvedge.

When participants were asked to evaluate PlanAni, answdradtidiffer signifi-
cantly between the two versions. The version containingggsavas found to be more
original, while the textual version was more understanelalold in a more salient role
for learning the program. Both versions were judged equalyasurable and useful.
The mixed results indicate that it is probably not usefubimki for differences between
the effects of the tools from the participants’ conscioladgrg of the tool. Instead, we
focused on the measured differences between the groupsiimiriteraction with the
tool.

Regardless of the given task or the visualization tool uteslparticipants in dif-
ferent groups used approximately the saimee to view the program (15 minutes 39
seconds — 17 minutes 29 seconds). Visual attention wasddauest of the time on
the code area (43.57 — 60.76%), whereas variable visualizatere looked at only
between 7,57 — 16,54% of the total time. The overall distidvuof visual attention
did not differ significantly between the groups.

These observations are similar to our previous experinrenthich we compared
animated and static variable visualizations in PlanAnithBesults are, however, radi-
cally different from the experiment in which PlanAni was quemed with Turbo Pascal
debugger [11], in which variable visualizations differ ocation and size from that of
any of the PlanAni versions used in the experiments. Thimsde suggest that dif-
ferences in the location and size of the visualizations bes@ more influence on the
distribution of visual attention than the content of viszation area itself.

When the distribution of visual attention is examined ated#ht intervals in time
(Figure 3), differences between the groups emerge. Whenigtigbdtion of visual
attention of the participants performing task D (groups Il &D) remains similar
throughout the time, the distribution of visual attentidritee participants performing
task C (groups IC and TC) changes notably between the firssaoond half of the
viewing. These participants focus their visual attentibtha beginning mostly on the
code, and increase their visual attention to the other drtise visualization on the
second half of the viewing, while decreasing visual attentn the code area at the
same time.

Task C was control flow task and asked the participants ta entsh inputs that
a given variable will have a given value at the end of the ettesuThe participants
seemed to search the necessary information from the progode first, and focused
their visual attention on the other parts of the screen oftdy that. Many of the partic-
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ipants performing task C also spent some time simply viewegorogram code while
animation was stopped. This happened either before gjghianimation or alterna-
tively before providing the first input to the program, andsvaobably due to the fact
that students felt it more comfortable to determine theesirmputs with pencil and
paper before animation than during it. These students skéméase pencil and paper
as a problem solving tool, and the animator as a verificatiohfor their answer.

No clear differences between the groups in the content ofrtetal models of
the studied programs (i.e.,, program knowledge) were found. The different styles
of engagement did not produce significant differencesheeidid the variation in the
graphical richness of the visualizations. The results andar to [11], and [12]. Even
though PlanAni has been found to have positive long-terracesf on programming
skills and mental models of (new) programs when used for gdomperiod [17, 3],
the differences in mental models of programs do not seem tifesh themselves in
individual occasions of using the tool.

The different styles of engagement did, however, produgsifgtant differences
in the amount of ole knowledge (i.e., programming knowledge) measured after the
viewing, while the variation in the representation of theudlizations did not. This is
somewhat contradictory to the experiment biat#e and Sajaniemi [19], where role
images did produce significant differences in role knowéeaten compared with neu-
tral control images. One possible explanation is that tlseade of role images in itself
does not have a negative impact on the adoption of role krimeleat least when no-
tifications provide similar information in textual form.dtead, neutral control images,
that do not convey role information, may introduce intezfere that manifests itself in
scores of the role knowledge post-test.

The participants performing task D performed clearly yéttéhe post-test on role
knowledge. These participants also divided their visuraion more evenly during
the viewing. Moreover, the group scoring highest in the fest (group TD), also had
by far most even distribution of visual attention betweea five screen areas. The
participants who focused their attention most evenly thhmut the whole viewing time
and between all the screen areas, benefited most from theatdehst regarding role
knowledge.

The signifigance of the style of engagement for the bendficial a visualization
tool has been speculated for example by Hundhausen and &@ojrg) Hundhausen et
al. [8], and Naps et al. [10]. The differences between thetdsis in our results provide
support for the notion that the style of engagement is an rtapofactor in the overall
influence of a visualization tool on learning. Naps et all[i#ve presented a taxonomy,
in which our two tasks seem to fall into the same categoryp(eding), that is, even
inside this category, different tasks produce differefieats. Our results indicate that
the beneficiality of the visualization tool for learning @glents not only on the depth
of the engagement (for example viewing versus construatisigalizations), but also
on the nature of the engagement (for example tasks requietayflow versus control
flow oriented information).
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5 Conclusion

We are carrying out a series of experiments based on a modeboftive phenomena
taking placing during visualization viewing sessions.hle presented experiment, we
gave the participants either a data flow task (D) or a contosV tiask (C). We also
varied representation by using two versions of program atomone with role images
and animation, and one without. We then measured how thiatiar affects visual
attention, short-term program knowledge, and short-texmgramming knowledge.

The results showed that the overall distribution of visugraion did not differ
significantly between the groups. However, when distrdoutdf visual attention was
analyzed during different intervals in time, differencesvieen the groups emerged.
When the distribution of visual attention of the participapérforming data-related task
remained similar throughout the time, the participant$quaering control-related task
focused their visual attention at the beginning almostigale the code, and increased
their visual attention to the other parts of the visual@aton the second half of the
viewing. The participants performing data-related taslo acored higher in the post-
test on role knowledge, benefiting most from the tool.

Analysis of the results together with the results from eadiperiments on visualiz-
ing roles [11, 12, 19] indicates that the location and sizésialization area influences
visual attention more clearly than presence or absenceagfesor animation. Engage-
ment changes the viewing patterns of the participants evemuhe overall distribution
remains the same, and affects the role knowledge (prograghkmowledge), which is
also affected by the content of role images. Differencesagmam knowledge between
different conditions or groups in any of the experimentsracelest, which may be due
to the large amount of time spent on viewing the availableedadall conditions and
groups.

Results of the current experiment indicate that engagepiaps an important role
in beneficiality of the visualization tool for learning. Befits are not dependent only on
the depth of the engagement (for example viewing versustimanisg visualizations),
but also on the nature of the engagement (for example tasirimg data flow versus
control flow oriented information).
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